1 Time-varying parameter AR model

We can define a time-varying parameter (TVP) AR(p) model as

Ye = Ct+ praYe—1 + -+ PpiYi—p + €60 ~ N(O, 02)’ (1)

and we can rewrite the above equation in linear regression matrix form

o =x0r + e, ~ N(O, 02)7 (2)

The TVP follows a randow walk assumption

Bt = Btfl + 771‘/7 77t ~ N(OJ Q)? (3)
where
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Next, we can stack (2) and (3) over time T

y=X[8+¢€e~N(0,3), (4)
where y = (yps1,...,yr), X = diag(xy,....x7)", 8 = (b1,...,0r)" is a Tk x 1 vector, 2 =
diag(w?, ... ,w}), and 3 = diag(o?, ..., 0?). If we assume the intial condition for 8y ~ N (0, V3),
then we can stack (3) over T

Hp =n,1~ N(0,8), (5)

where n = (n1,...,nr), S = diag(V3,,...,Q), and
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By the change of variables, equation (5) becomes

B~ N(0, (F'S™'H)™). (6)

Finally, to complete the model, we assume priors for

O'2 N]G(Vl,sl), (7)
(,Ug ~ IG(VQ, SQ) (8)
Here IG and N are denoted as the inverse-gamma distribution and the normal distribution
respectively.
1.1 Draw j3;

To derive the conditional posterior of f;, we use (4), (which is the likelihood) and (6),

(Bly,0%,Q) < p(ylB, o*,w*)p(B),
o expl 5y — X%y — X6)Jexpl 5/ ('S H) i,

x exp[—;(ﬁ’(X’Z_lX +H'S™H)3 - 28'X'Yy)),
Thus, the conditional posterior for [3; is
(Bly. 0%, Q) ~ N(B,Kp),
where

K; = (X'ST'X +H'ST'H) ™, § = Ks(X'2ly).

Since the precision matrix Kz is a band matrix, one can sample from (8|y, o2, Q) efficiently

using the algorithm in Chan and Jeliazkov (2009).



1.2 Draw o2 and w?

The conditional posteriors of these variances are standard and straightforward to draw

(02’y7ﬁ7 )NIG(V1+ Sl_'_ Z Xtﬁt 7 (9)
T —
(W?ly, B,0%) NIG(V2+— Sy + = Z Pid — Pis_1)?),fori=1,... k. (10)
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